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R

```r
A <- matrix(c(1, 2, 3, 4), 2, 2, byrow=TRUE)
Aev <- eigen(A)
Aeval <- Aev$values
Aevec <- Aev$vectors
```

*Note: The `eigen()` function in R returns a list consisting of the eigenvalues and eigenvectors, respectively, of the matrix given as argument.*

1.9.10 Calculate singular value decomposition

The singular value decomposition of a matrix \( A \) is given by \( A = U \times \text{diag}(Q) \times V^T \) where \( U^T U = V^T V = VV^T = I \) and \( Q \) contains the singular values of \( A \).

SAS

```sas
proc iml;
    A = {1 2, 3 4};
    call svd(U, Q, V, A);
quit
```

R

```r
A <- matrix(c(1, 2, 3, 4), 2, 2, byrow=TRUE)
svdres <- svd(A)
U <- svdres$u
Q <- svdres$d
V <- svdres$v
```

*Note: The `svd()` function returns a list with components corresponding to a vector of singular values, a matrix with columns corresponding to the left singular values, and a matrix with columns containing the right singular values.*

1.10 Probability distributions and random number generation

SAS and R can calculate quantiles and cumulative distribution values as well as generate random numbers for a large number of distributions. Random variables are commonly needed for simulation and analysis. SAS includes comprehensive random number generation through the `rand` function, while R provides a series of `r`-commands.

Both packages allow specification of a seed for the random number generator. This is important to allow replication of results (e.g., while testing and debugging). Information about random number seeds can be found in section 1.10.9.

Table 1.1 summarizes support for quantiles, cumulative distribution functions, and random numbers. More information on probability distributions within R can be found in the CRAN Probability Distributions Task View.

1.10.1 Probability density function

Both R and SAS use similar syntax for a variety of distributions. Here we use the Normal distribution as an example; others are shown in Table 1.1 (page 43).
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Both R and SAS use similar syntax for a variety of distributions. Here we use the Normal distribution as an example; others are shown in Table 1.1 (p. 43).

1.10.2 Quantiles of a probability density function

SAS
```
data ...;
  y = quantile('NORMAL', .975, 0, 1);
run;
```

R
```
y <- qnorm(.975, 0, 1)
```

1.10.3 Uniform random variables

SAS
```
data ...;
  x1 = uniform(seed);
  x2 = rand('UNIFORM');
run;
```

Note: The variables $x_1$ and $x_2$ are uniform on the interval (0,1). The ranuni() function is a synonym for uniform().

R
```
x <- runif(n, 0, 1)
```

Note: The arguments specify the number of variables to be created and the range over which they are distributed.

1.10.4 Multinomial random variables

SAS
```
data ...;
  x1 = rantbl(seed, p1, p2, ..., pk);
  x2 = rand('TABLE', p1, p2, ..., pk);
run;
```

Note: The variables $x_1$ and $x_2$ take the value $i$ with probability $p_i$ and value $k + 1$ with value $1 - \sum_{i=1}^{k} p_i$. 
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Table 1.1: Quantiles, probabilities, and pseudo-random number generation: distributions available in SAS and R

<table>
<thead>
<tr>
<th>Distribution</th>
<th>R DISTNAME</th>
<th>SAS DISTNAME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta</td>
<td>beta</td>
<td>BETA</td>
</tr>
<tr>
<td>Beta-binomial</td>
<td>betabin*</td>
<td>BINOMIAL</td>
</tr>
<tr>
<td>binomial</td>
<td>binom</td>
<td>CAUCHY</td>
</tr>
<tr>
<td>Cauchy</td>
<td>cauchy</td>
<td>CHISQUARE</td>
</tr>
<tr>
<td>chi-square</td>
<td>chisq</td>
<td>EXPONENTIAL</td>
</tr>
<tr>
<td>exponential</td>
<td>exp</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>gamma</td>
<td>GAMMA</td>
</tr>
<tr>
<td>geometric</td>
<td>geom</td>
<td>GEOMETRIC</td>
</tr>
<tr>
<td>hypergeometric</td>
<td>hyper</td>
<td>HYPERGEOMETRIC</td>
</tr>
<tr>
<td>inverse Normal</td>
<td>inv.gaussian*</td>
<td>IGAUSS⁺</td>
</tr>
<tr>
<td>Laplace</td>
<td>laplace*</td>
<td>LAPLACE</td>
</tr>
<tr>
<td>logistic</td>
<td>logis</td>
<td>LOGISTIC</td>
</tr>
<tr>
<td>lognormal</td>
<td>lnorm</td>
<td>LOGNORMAL</td>
</tr>
<tr>
<td>negative binomial</td>
<td>nbinom</td>
<td>NEGBINOMIAL</td>
</tr>
<tr>
<td>normal</td>
<td>norm</td>
<td>NORMAL</td>
</tr>
<tr>
<td>Poisson</td>
<td>pois</td>
<td>POISSON</td>
</tr>
<tr>
<td>Student’s t</td>
<td>t</td>
<td>T</td>
</tr>
<tr>
<td>Uniform</td>
<td>unif</td>
<td>UNIFORM</td>
</tr>
<tr>
<td>Weibull</td>
<td>weibull</td>
<td>WEIBULL</td>
</tr>
</tbody>
</table>

Note: For R, prepend d to the command to compute quantiles of a distribution `dDISTNAME(xvalue, parm1, ..., parmn)`, p for the cumulative distribution function, `pDISTNAME(xvalue, parm1, ..., parmn)`, q for the quantile function `qDISTNAME(prob, parm1, ..., parmn)`, and r to generate random variables `rDISTNAME(nrand, parm1, ..., parmn)` where in the last case a vector of nrand values is the result. For SAS, random variates can be generated from the `rand` function: `rand('DISTNAME', parm1, ..., parmn)`, the areas to the left of a value via the `cdf` function: `cdf('DISTNAME', quantile, parm1, ..., parmn)`, and the quantile associated with a probability (the inverse CDF) via the `quantile` function: `quantile('DISTNAME', probability, parm1, ..., parmn)`, where the number of params varies by distribution. Details are available through the on-line help: Contents; SAS Products; Base SAS; SAS 9.2 Language Reference: Dictionary; Dictionary of Language Elements; Functions and CALL Routines; RAND Function. Note that in this instance SAS is case-sensitive.

* The `betabin()`, `inv.gaussian()`, and `laplace()` families of distributions are available using `library(VGAM)`.

⁺ The inverse normal is not available in the `rand` function; inverse Normal variates can be generated by taking the inverse of Normal random variates.
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R

library(Hmisc)
x <- rMultinom(matrix(c(p1, p2, ..., pr), 1, r), n)

Note: The function `rMultinom()` from the `Hmisc` library allows the specification of the desired multinomial probabilities ($\sum p_r = 1$) as a $1 \times r$ matrix. The final parameter is the number of variates to be generated. See also `rmultinom()` in the `stats` package).

1.10.5 Normal random variables

SAS

HELP example: see 1.13.5

data ...;
x1 = normal(seed);
x2 = rand('NORMAL', mu, sigma);
r \n
Note: The variable $X_1$ is a standard Normal ($\mu = 0$ and $\sigma = 1$), while $X_2$ is Normal with specified mean and standard deviation. The function `rannor()` is a synonym for `normal()`.

R

x1 <- rnorm(n)
x2 <- rnorm(n, mu, sigma)

Note: The arguments specify the number of variables to be created and (optionally) the mean and standard deviation (default $\mu = 0$ and $\sigma = 1$).

1.10.6 Multivariate normal random variables

For the following, we first create a $3 \times 3$ covariance matrix. Then we generate 1000 realizations of a multivariate Normal vector with the appropriate correlation or covariance.

SAS

data Sigma (type=cov);
infile cards;
input _type_ $ _Name_ $ x1 x2 x3;
cards;
cov x1 3 1 2
cov x2 1 4 0
cov x3 2 0 5
;
run;

proc simnormal data=sigma out=outtest2 numreal=1000;
var x1 x2 x3;
run;

Note: The `type=cov` option to the `data` step defines `Sigma` as a special type of SAS dataset which contains a covariance matrix in the format shown. A similar `type=corr` dataset can be used to generate using a correlation matrix instead of a covariance matrix.
1.10. PROBABILITY DISTRIBUTIONS AND RANDOM NUMBER GENERATION

R

```r
library(MASS)
mu <- rep(0, 3)
Sigma <- matrix(c(3, 1, 2,
                  1, 4, 0,
                  2, 0, 5), nrow=3)
xvals <- mvrnorm(1000, mu, Sigma)
apply(xvals, 2, mean)
```

or

```r
rmultnorm <- function(n, mu, vmat, tol=1e-07)
# a function to generate random multivariate Gaussians
{
  p <- ncol(vmat)
  if (length(mu)!=p)
    stop("mu vector is the wrong length")
  if (max(abs(vmat - t(vmat))) > tol)
    stop("vmat not symmetric")
  vs <- svd(vmat)
  vsqrt <- t(vs$v %*% (t(vs$u) * sqrt(vs$d))
  ans <- matrix(rnorm(n * p), nrow=n) %*% vsqrt
  ans <- sweep(ans, 2, mu, "+")
  dimnames(ans) <- list(NULL, dimnames(vmat)[[2]])
  return(ans)
}
xvals <- rmultnorm(1000, mu, Sigma)
apply(xvals, 2, mean)
```

Note: The returned object `xvals`, of dimension 1000 × 3, is generated from the variance covariance matrix denoted by `Sigma`, which has first row and column (3,1,2). An arbitrary mean vector can be specified using the `c()` function.

Several techniques are illustrated in the definition of the `rmultnorm` function. The first lines test for the appropriate arguments, and return an error if the conditions are not satisfied. The singular value decomposition (see 1.9.10) is carried out on the variance covariance matrix, and the `sweep` function is used to transform the univariate normal random variables generated by `rnorm` to the desired mean and covariance. The `dimnames()` function applies the existing names (if any) for the variables in `vmat`, and the result is returned.

1.10.7 Exponential random variables

SAS

```sas
data ...;
  x1 = ranexp(seed);
  x2 = rand('EXPONENTIAL');
run;
```

Note: The expected value of both $X_1$ and $X_2$ is 1: for exponentials with expected value $k$, multiply the generated value by $k$.

R

```r
x <- rexp(n, lambda)
```
Note: The arguments specify the number of variables to be created and (optionally) the inverse of the mean (default $\lambda = 1$).

1.10.8 Other random variables

HELP example: see 1.13.5

The list of probability distributions supported within SAS and R can be found in Table 1.1, page 43. In addition to these distributions, the inverse probability integral transform can be used to generate arbitrary random variables with invertible cumulative density function $F$ (exploiting the fact that $F^{-1} \sim U(0,1)$). As an example, consider the generation of random variates from an exponential distribution with rate parameter $\lambda$, where $F(X) = 1 - \exp(-\lambda X) = U$. Solving for $X$ yields $X = -\log(1-U)/\lambda$. If we generate a Uniform(0,1) variable, we can use this relationship to generate an exponential with the desired rate parameter.

SAS

```sas
data ds;
  lambda = 2;
  uvar = uniform(42);
  expvar = -1 * log(1-uvar)/lambda;
run;
```

R

```r
lambda <- 2
expvar <- -log(1-runif(1))/lambda
```

1.10.9 Setting the random number seed

SAS includes comprehensive random number generation through the `rand` function. For variables created this way, an initial seed is selected automatically by SAS based on the system clock. Sequential calls use a seed derived from this initial seed. To generate a replicable series of random variables, use the `call streaminit` function before the first call to `rand`.

SAS

```sas
call streaminit(42);
```

Note: A set of separate SAS functions for random number generation includes `normal`, `ranbin`, `rancau`, `ranexp`, `rangam`, `rannor`, `ranpoi`, `rantbl`, `rantri`, `ranuni`, and `uniform`. For these functions, calling with an argument of (0) is equivalent to calling the `rand` function without first running `call streaminit`: an initial seed is generated from the system clock. Calling the same functions with an integer greater than 0 as argument is equivalent to running `call streaminit` before an initial use of `rand`. In other words, this will result in a series of variates based on the first specified integer. Note that `call streaminit` or specifying an integer to one of the specific functions need only be performed once per data step; all seeds within that data step will be based on that seed.

In R, the default behavior is a seed based on the system clock. To generate a replicable series of variates, first run `set.seed(seedval)` where `seedval` is a single integer for the default “Mersenne-Twister” random number generator. For example:
1.11. CONTROL FLOW, PROGRAMMING, AND DATA GENERATION

R

```r
set.seed(42)
set.seed(Sys.time())
```

*Note:* More information can be found using `help(.Random.seed)``.

1.11 Control flow, programming, and data generation

Programming is an area where SAS and R are quite different. Here we show some basic aspects of programming. We include parallel code for each language, while noting that some actions have no straightforward analogue in the other language.

1.11.1 Looping

**HELP example:** see 6.1.2

**SAS**

```sas
data;
    do i = i1 to i2;
        x = normal(0);
        output;
    end;
run;
```

*Note:* The above code generates a new dataset with \(i_2 - i_1 + 1\) standard Normal variates, with seed based on the system clock (1.10.5). The generic syntax for looping includes three parts: 1) a `do varname = val1 to val2` statement; 2) the statements to be executed within the loop; 3) an `end` statement. As with all programming languages, users should be careful about modifying the index during processing. Other options include `do while` and `do until`. To step values of `i` by values other than 1, use statements such as `do i = i1 to i2 by byval`. To step across specified values, use statements like `do k1, ... , kn`.

**R**

```r
x <- numeric(i2-i1+1) # create placeholder
for (i in 1:length(x)) {
    x[i] <- rnorm(1) # this is slow and inefficient!
}
```

or (preferably)

```r
x <- rnorm(i2-i1+1) # this is far better
```

*Note:* Most tasks in R that could be written as a loop are often dramatically faster if they are encoded as a vector operation (as in the second and preferred option above). Examples of situations where loops in R are particularly useful can be found in sections 3.1.6 and 6.1.2. More information on control structures for looping and conditional processing can be found in `help(Control)`.

1.11.2 Conditional execution

**HELP example:** see 1.13.3 (SAS), 3.7.5 and 5.6.6 (R)

**SAS**

```sas
data ds;
    if expression1 then expression2 else expression3;
run;
```